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Getting the data

Preparing annotations is expensive and time consuming.

Domain-specific tasks require knowledge of domain.

The annotations need quality control: computing inter-annotator agreement.
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Brat rapid annotation tool
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Named Entity Recognition

Assigning concept types to the text and classifying the text into a set of predefined 
categories of interest. 

Categories can be domain-specific or not.

For example, person, location, date/time, protein, organism, drugs,...   

Challenging, why?

Example : metonomy

England won the world cup.
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Other problems in NE

● Variations, abbreviations
● Ambiguity
● Punctuations, spellings,... 
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Why NER?

● Relation extraction
● Question Answering 
● Information search
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Simple lookup approach

Only recognizing the entities stored in lists (gazetteers)

Advantage:  It is simple and fast 

Disadvantage: collection, maintenance, ambiguity 
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Feature engineering

Designing a set of informative feature, for example POS tags, capitalization, 
numerals, Greek letters, lexical features, previous words...
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Evaluation metrics

● Token accuracy: what percentage of tokens got correct labels. Problematic, 
why?

● Standard evaluation: per entity not token 
●  Precision, Recall, F-measure (strict, lenient)

IOB encoding
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Normalization

Assigning the extracted information a unique identifier from vocabularies, 
ontologies, or metathesaurus e.g., UMLS, Gene Ontology, …  

Example datasets: MedMentions 
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Exercise

A simple bag-of-words model for NER:

https://github.com/juand-r/entity-recognition-datasets/blob/master/data/WNUT17/
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Ethical considerations

Language involves humans:

Corpus collection: Privacy, potential harms, imbalanced 

Corpus processing: Avoiding bias processing, reproducibility, generalizability

Corpus distribution: availability, confidentiality, copyright, detailed description, 
quality assessment 
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Project

Sentence classification of the PubMed 200k RCT dataset:

https://github.com/Franck-Dernoncourt/pubmed-rct 

A baseline model with bag of words.

A model with pre-trained biomedical (word) embeddings.

A deep learning based model. (not needed)

Provide a report with the description of your method, evaluation, comparison of the 
models performance, results, discussion of your results, and error analysis.
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