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a b s t r a c t 

The selective maintenance problem (SMP) arises in many large multicomponent systems which are operated 

for consecutive missions interspersed with finite breaks during which only a selected set of component repairs 

or replacements can be carried out due to limited time, budget, or resources. The problem is to decide which 

components and degree of repairs should be performed in order to guarantee a pre-specified performance level 

during the subsequent mission. Current SMP formulations in the literature are nonlinear, deal mainly with basic 

or series-parallel systems and mostly use heuristic methods to obtain solutions. 

This paper introduces the first SMP model for serial k -out-of- n systems. Two nonlinear formulations are devel- 

oped, which can be used to solve the problem for small to moderate size k -out-of- n systems. For large k -out-of- n 

systems or complex reliability structures, we develop a new two-phase approach which transforms the problem 

into a multidimensional multiple-choice knapsack problem (MMKP). The new approach is shown to be efficient 

through multiple sets of numerical experiments. 
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. Introduction 

The maintenance function has proven to be beneficial for produc-

ion and service operations by reducing downtime and energy consump-

ion, improving reliability and availability of systems, and extending

he equipment lifetimes. Maintenance engineering and optimization has

herefore been the subject of many studies. The abundant research litera-

ure on the topic covers multiple types of maintenance and attempts with

ach new paper published to model real practical conditions and con-

traints. A relatively recent development deals with the selective main-

enance problem (SMP) first proposed by Rice et al. [41] . SMP aims at

dentifying a subset of maintenance actions to be performed on a subset

f components from a multicomponent system during a limited window

f opportunity for maintenance arising between consecutive missions.

MP covers a very wide range of applications such as military, naval

nd aerospace equipment, production and manufacturing lines, mining

nd energy production systems. 

The goal of any SMP model is usually to maximize the reliability

f the system under consideration during the mission following the re-

air period (also called intermission break) without exceeding the total

udget available. A variant formulation is to minimize the total mainte-

ance cost that guarantees a minimum required reliability level during
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he subsequent mission. The total duration of the maintenance actions

s required to be equal or less than the length of the intermission break.

Summaries of recent SMP developments can be found in

5,17,27,49] . Xu et al. [49] present a literature review on SMP. They

eview 70 manuscripts on SMP published between 1998 and 2014.

hey classify the manuscripts based on the problem type (basic, multi-

tate, multi-mission, fleet-level) and solution methodology (enumera-

ion, heuristic). They then discuss the shortcomings of the literature and

ighlights future research avenues. One key shortcoming identified by

49] is that all models have considered very basic reliability structures

r series-parallel systems. More complex structures such as k -out-of- n

re missing or “ignored, intentionally or unintentionally ” to quote them.

urthermore, a recent search in leading reliability journals such as Relia-

ility Engineering & System Safety and IEEE Transactions on Reliability,

nd in Academic Databases such as Compendex, Proquest and Google

cholar found no paper dealing with SMP models for k -out-of- n systems.

hus, to the best of our knowledge, our paper is the first to do so. 

The goal of this paper is two-fold: to develop the first SMP formu-

ations to deal with k -out-of- n:G systems and complex reliability struc-

ures, and to provide an efficient method to solve the resulting nonlinear

ptimization models. 
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.1. Literature review 

The basic original SMP model introduced by [41] has been extended

n several directions to include components with Weibull lifetime distri-

utions [7] , non-identical components [8] , imperfect maintenance lev-

ls [23,30,38,52] , multi-state system reliability [9,12,30,37] , structural

nd economic dependencies [13,14,48,51] , global failure propagation

nd isolation of some components [33] , fleet-level SMP [44,45] , and a

oint SMP and multiple repair-persons assignment problem [17] . 

Cassady et al. [7] studied the SMP in a series-parallel system, where

he components have Weibull distributed lifetimes. Each component is

ubject of three potential maintenance actions: minimal repair, correc-

ive replacement of a failed component, and preventive replacement of

 working/functioning component. Liu and Huang [30] incorporate im-

erfect maintenance into SMP using the age reduction coefficient ap-

roach [35] . An imperfect selective maintenance model was also de-

eloped by Zhu et al. [52] and applied to a machining line system.

andey et al. [38] studied the SMP for binary systems under imper-

ect maintenance using the hybrid hazard rate approach. In [30] and

38] , components are subject to potential maintenance levels ranging

rom minimal repair to replacement. Zhao and Zeng [50] proposed an

MP model in the multi-mission case and where the break duration

s exponentially distributed. Maillart et al. [34] formulated the finite-

orizon, and infinite-horizon multi-mission SMP as stochastic dynamic

rograms. They found that these policies rarely differ and that differ-

nce in long-run performance is minimal. Pandey et al. [39] developed

 maintenance scheduling model under imperfect maintenance for the

nite planning horizon SMP using the hybrid imperfect maintenance

odel. Recently, Khatab et al. [23] studied the SMP when the qual-

ty of the imperfect maintenance actions is stochastic. A nonlinear and

tochastic optimization problem was proposed and solved for a series-

arallel system. Khatab et al. [27] extended the SMP to deal with the

ase where mission and break durations are stochastic with known dis-

ributions. Liu et al. [31] proposed a sequence planning for selective

aintenance of multi-state systems under stochastic maintenance dura-

ions. They show that sequencing of the maintenance actions can signif-

cantly affect the achieved reliability when the break duration is uncer-

ain. Schneider et al. [44,45] studied the SMP for a fleet of independent

nd identical systems. The fleet operates a set of sequential missions and

eturns to a common base where maintenance actions may be performed

n some selected components. A nonlinear cost-optimization model and

ts linearized version are provided and solved. An optimal load distri-

ution model for multi-state systems under SMP was proposed by Chen

nd Huang [10] . The goal is to increase system reliability by optimally

istributing the loads among components subjected to selective mainte-

ance. Dao et al. [15] also studied the SMP for multi-state series systems

orking in variable loading conditions in the next mission. They pro-

osed a load-dependent degradation model for multi-state components.

Finally, Diallo et al. [17] were the first to propose a model to jointly

ake selective maintenance decisions and assign maintenance actions

o multiple repairpersons. 

One common factor among all papers reviewed above is that they

ll consider multicomponent systems arranged in a series-parallel struc-

ure. Since system reliability is a nonlinear function, the formula-

ions proposed above are nonlinear which makes finding optimal solu-

ions for real applications computationally expensive. Furthermore, Rice

42] showed that the SMP is   -hard. Therefore, several papers have

nvestigated efficient ways for solving the SMP. These solution methods

an be grouped in two categories: exact and heuristics methods. 

Exact solution methods include full enumeration algorithms, tech-

iques that can reduce the search space through early elimination of un-

nteresting solutions or depth-first search algorithms, and branch-and-

ound (B&B) type procedures. The large majority of papers dealing with

MP use full enumeration method for very small problems [7,8,41] .

ull enumeration as a solution method become rapidly cumbersome

hen the number of the system components increases [7] . To deal with
235 
he combinatorial complexity arising from large size systems, four im-

roved enumeration procedures are proposed in Rajagopalan and Cas-

ady [40] to reduce computation times. They show that the best enu-

eration scheme allows them to improve solution time by up to 99%

hen the problem size increases by 200% for a series-parallel system

ith constant failure rate components. An exact method based on the

ranch-and-bound (B&B) procedure and a Tabu search based algorithm

re proposed in Lust et al. [32] to solve the SMP problem for the series-

arallel problem in Cassady et al. [7] . They report that their B&B method

egins to be computationally intensive when the number of components

eaches 20 and they have to resort to the Tabu search heuristic. Cao et al.

5] proposed a Depth-first Branch and Bound (DB&B) method to reduce

he number of combinations enumerated. They apply their method to

olve the 4-component example with imperfect maintenance dealt with

n Pandey et al. [38] . They show a 43% reduction in solution space

ompared to the enumeration method. 

The second category of solution methods includes heuristic and

ther approximate methods used to find near-optimal solutions [32,38] .

hatab et al. [24] proposed two heuristic methods, adapted from those

sed to solve the redundancy allocation problem. Genetic algorithms

12,25,30,52] are also used as solution approaches for large size in-

tances of the SMP. Zhao and Zeng [50] used a hybrid intelligent op-

imization algorithm based on empirical rules to solve their SMP. Liu

t al. [31] use an ant colony optimization (ACO) algorithm to solve the

onstrained combinational optimization problem resulting from their

MP formulation. Sharma et al. [46] used a combination of simulation

nd genetic algorithm to optimize spare parts forecasting and selective

aintenance decisions. Cao et al. [4] used a simulation approach to

aximize system availability for an SMP. 

.2. Motivation and contributions of the paper 

The main common shortcoming of current SMP models is that their

ormulations are nonlinear and difficult to solve optimally. Furthermore,

he complexity of such formulations limits the application of these mod-

ls to series-parallel systems and are not able to deal with more general

tructures such as k -out-of- n systems or more complex reliability struc-

ures. The k -out-of- n systems generalizes the series–parallel systems cur-

ently used in the SMP setting. The k -out-of- n:G system, also denoted as

A( k, n ), consists of n components and operates only when at least k

omponents operate. Two particular reliability structures are derived

rom the GA( k, n ) when k is equal to 1 or n . The GA(1, n ) corresponds

o a parallel system with n components, while a GA( n, n ) system refers

o a n -component series system. Examples of GA( k, n ) systems include

ulti-pump systems in hydroelectric plants, servers in a computer net-

orks, multi-display systems in a cockpit, and a multi-engine aircraft

hat can continue to operate as long as at least two engines are work-

ng/functioning [3,29] . These systems have been well-covered in the

iterature on reliability theory [1,26,28,29] . 

In this paper, we first propose two new nonlinear formulations of

he SMP for serial k -out-of- n systems. We also propose a new two-phase

pproach for finding optimal solutions using a binary integer program-

ing (BIP) model. A similar two phase approach was proposed by Cas-

ady et al. [6] to optimally solve the reliability redundancy allocation

roblem (RAP). In their case, they transformed the RAP into a multiple

hoice knapsack problem (MCKP). In our work, the first phase of the

roposed method is a pre-processing phase with a guided generation of

ll feasible combinations of components and maintenance actions called

aintenance patterns. A reliability value is computed for each mainte-

ance pattern as well as its resulting cost and duration and fed into the

ext phase. The second phase solves a multidimensional multiple-choice

napsack (MMKP) problem to select the optimal mix of patterns. 

The proposed two-phase approach allows to efficiently solve the

MP. This efficiency is due to the fact that the evaluation of the nonlin-

ar reliability function is removed from the optimization phase. Our ap-

roach also benefits from the computational efficiency of current com-
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uters and optimization solvers when dealing with linear programming

ormulations. Furthermore, given that the system reliability is computed

n a separate phase, SMP for large multicomponent systems with com-

lex reliability structures can now be investigated and solved accurately

ith reasonable computation time. 

This paper makes one major and two secondary contributions. It pro-

oses the first SMP models for serial k -out-of- n systems and complex

eliability structures, which have been overlooked and ignored in the

urrent SMP literature. Secondly, two tighter and more general nonlin-

ar formulations of the SMP problem which allow to solve the problem

or moderately large and complex systems using commercially available

onlinear optimization solvers are proposed. Unfortunately, the nonlin-

ar models are difficult to solve for large systems. Therefore, the third

ontribution is the development of a new two-phase model to solve the

MP for large and complex systems. The proposed two-phase method

emoves the evaluation of the nonlinear reliability function from the

ptimization phase and converts the SMP into a MMKP which can be

asily solved by current optimization techniques and linear optimiza-

ion solvers. Multiple experiments are run to validate the formulations

nd show that the proposed approach will lead to new SMP extensions

y allowing the formulations of more complex problems which will take

nto account the availability of multiple repair crews/channels, the con-

ideration of performance indicators other than system reliability, etc. 

The remainder of the present paper is structured around 6 sec-

ions as follows. In Section 2 , the notation and main working assump-

ions are listed. This section also describes the multicomponent sys-

em under consideration and the computation of its reliability function.

ection 3 presents the imperfect maintenance model and develops the

xpressions for total maintenance cost and duration incurred by the sys-

em components during the break. In Section 4 , the classical formulation

f the SMP under study is developed and presented as a mixed integer

onlinear program. The proposed two-phase formulation and solution

pproach is presented and discussed in Section 5 followed by numerical

xperiments in Section 6 . Conclusions are drawn and future research

xtensions are proposed in Section 7 . 

. System description and reliability computation 

.1. Acronyms, notation list and main assumptions 

Acronyms: 

BIP Binary integer program 

CM Corrective maintenance 

FEA Full enumeration algorithm 

GA( 𝑘, 𝑛 ) 𝑘 -out-of- 𝑛 :G system 

IM Imperfect maintenance 

ILP Integer linear program 

MINLP Mixed integer nonlinear program 

MMKP Multidimensional multiple-choice knapsack problem 

MR Minimal repair 

PM Preventive maintenance 

SMP Selective maintenance problem 

Notation : 

𝑚 Number of subsystems in the multicomponent system 

𝑖 Index of subsystems, 𝑖 = 1 , … , 𝑚 

𝑛 𝑖 Number of components in subsystem 𝑖 

𝑗 Index of parts in subsystem 𝑖, 𝑗 = 1 , … , 𝑛 𝑖 

𝐸 𝑖𝑗 The 𝑗 𝑡ℎ component of subsystem 𝑖 

𝑘 𝑖 Minimum number of working/functioning components required for 

subsystem 𝑖 to work 

𝐿 𝑖𝑗 The highest maintenance level available for component 𝐸 𝑖𝑗 
𝑙 Maintenance level 𝑙 ∈ {0 , ⋯ , 𝐿 𝑖𝑗 } available for component 𝐸 𝑖𝑗 
o  

236 
𝑡 𝑐 
𝑖𝑗𝑙 

( 𝑐 𝑐 
𝑖𝑗𝑙 
) Time (cost) of CM when maintenance level 𝑙 is performed on 𝐸 𝑖𝑗 

𝑡 
𝑝 

𝑖𝑗𝑙 
( 𝑐 𝑝 
𝑖𝑗𝑙 
) Time (cost) of PM when maintenance level 𝑙 is performed on 𝐸 𝑖𝑗 

𝐴 𝑖𝑗 ( 𝐵 𝑖𝑗 ) Age of component 𝐸 𝑖𝑗 at the start (the end) of the break 

𝑆 𝑖𝑗 ( 𝑉 𝑖𝑗 ) Status binary variable of component 𝐸 𝑖𝑗 at the start (the end) 

of the break 

 𝑖 Set of patterns generated for subsystem 𝑖 

𝐺 𝑖 Number of patterns generated for subsystem 𝑖 ( 𝐺 𝑖 = | 𝑖 |) 
𝑔 Index of patterns generated for subsystem 𝑖, 𝑔 = 1 , … , 𝐺 𝑖 

𝑡 𝑖𝑔 Duration of pattern 𝑔 for subsystem 𝑖 

𝐶 𝑖𝑔 Cost of pattern 𝑔 for subsystem 𝑖 

 0 Maximum maintenance budget available 

 0 Limited break duration 

𝑅 𝑐 
𝑖𝑗 

Conditional reliability of component 𝐸 𝑖𝑗 
𝑅 𝑠 
𝑖𝑔 

Reliability of subsystem 𝑖 when pattern 𝑔 is selected 

 Overall system reliability during the subsequent mission 

 0 Minimum required overall system reliability level 

𝑈 Subsequent mission duration 

Assumptions : 

• The system consists of multiple, repairable binary components (the

components and the system are either functioning or failed). 
• During the break, system components do not age, i.e. the age of a

component is operation-dependent. 
• No maintenance activity is allowed during the mission. Maintenance

activities are allowed only during the break. 
• All required limited resources (budget, repairpersons, tools) are

available when needed. Only one repair channel is available mean-

ing that only one component can be worked on at any given time. 

.2. System description 

Without loss of generality, the selective maintenance problem ad-

ressed in the present work considers a system made of m GA( k, n )

ubsystems in series. Each subsystem i ( 𝑖 = 1 , ⋯ , 𝑚 ) is composed of n i
omponents E ij , j ∈ {1, ⋅⋅⋅, n i }. The i th subsystem functions if and only if

t least k i out of the n i components are functioning. Individual compo-

ents in each subsystem are independent, their lifetimes are not neces-

arily identically distributed and they do not have the same age at the

tart of the break period when maintenance decisions are to be made. 

The system is assumed to have just finished a mission and has been

urned off during the scheduled break of length  0 to undergo mainte-

ance activities. The system will be used after the break to carry-out the

ext mission of duration U . At the end of the current mission (i.e., at the

eginning of the current break), each component E ij is described by its

urrent effective age B ij , and its status is given by a binary state variable

 ij defined as: 

 𝑖𝑗 = 

{ 

1 , if 𝐸 𝑖𝑗 is working/functioning at the start of the break 

0 , otherwise 
(1)

At the end of the break, each component E ij is also described by its

ffective age A ij , and its status is given by a binary state variable V ij : 

 𝑖𝑗 = 

{ 

1 , if 𝐸 𝑖𝑗 is working/functioning at the end of the break 

0 , otherwise 
(2)

The binary variable V ij is necessary because a failed component may

e repaired during the break or left as is. 

.3. Probability of successfully completing the next mission 

The probability that the system successfully completes the next mis-

ion is given by its reliability  . To compute this reliability, we find the

xpressions of the reliability first for each component 𝑅 

𝑐 
𝑖𝑗 
, then for each

ubsystem 𝑅 

𝑠 
𝑖 

and finally for the overall system  . 

Let 𝑅 

𝑐 
𝑖𝑗 

denote the conditional probability that component E ij will

urvive the next mission of length U . This conditional reliability depends

n both the status V ij and effective age A ij of the component at the start
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𝑐 
𝑖𝑗 
= 

𝑅 𝑖𝑗 ( 𝐴 𝑖𝑗 + 𝑈 ) 
𝑅 𝑖𝑗 ( 𝐴 𝑖𝑗 ) 

⋅ 𝑉 𝑖𝑗 (3)

here R ij ( t ) is the unconditional reliability function of component E ij .

ithout loss of generality, the lifetime of a component E ij is assumed

o be governed by a Weibull distribution with shape and scale parame-

ers 𝛽 ij and 𝜂ij . The unconditional component reliability function R ij ( t )

s 𝑅 𝑖𝑗 ( 𝑡 ) = 𝑒 
− 
( 

𝑡 

𝜂𝑖𝑗 

) 𝛽𝑖𝑗 
. 

The reliability 𝑅 

𝑠 
𝑖 

of the i th subsystem during the next mission is

btained from the exact formulation proposed by Arulmozhi [1] to de-

ermine the reliability for general k -out-of- n systems: 

 

𝑠 
𝑖 
= 

𝑛 𝑖 ∑
𝑗 𝑘 𝑖 

=1 

𝑗 𝑘 𝑖 
−1 ∑

𝑗 𝑘 𝑖 −1 =1 
⋯ 

𝑗 2 −1 ∑
𝑗 1 =1 

⎛ ⎜ ⎜ ⎝ 
𝑗 𝑘 𝑖 ∏
𝑣 = 𝑗 1 

𝑅 

𝑐 
𝑖𝑣 

⎞ ⎟ ⎟ ⎠ 
⎛ ⎜ ⎜ ⎜ ⎝ 

𝑗 𝑘 𝑖 ∏
𝑢 =1 

𝑢 ≠𝑗 1 , ⋯ ,𝑗 𝑘 𝑖 

(1 − 𝑅 

𝑐 
𝑖𝑢 
) 
⎞ ⎟ ⎟ ⎟ ⎠ (4) 

Finally, we get the reliability  of the whole system as: 

 = 

𝑚 ∏
𝑖 =1 

𝑅 

𝑠 
𝑖 

= 

𝑚 ∏
𝑖 =1 

⎡ ⎢ ⎢ ⎢ ⎣ 
𝑛 𝑖 ∑

𝑗 𝑘 𝑖 
=1 

𝑗 𝑘 𝑖 
−1 ∑

𝑗 𝑘 𝑖 −1 =1 
⋯ 

𝑗 2 −1 ∑
𝑗 1 =1 

⎛ ⎜ ⎜ ⎝ 
𝑗 𝑘 𝑖 ∏
𝑣 = 𝑗 1 

𝑅 

𝑐 
𝑖𝑣 

⎞ ⎟ ⎟ ⎠ 
⎛ ⎜ ⎜ ⎜ ⎝ 

𝑗 𝑘 𝑖 ∏
𝑢 =1 

𝑢 ≠𝑗 1 , ⋯ ,𝑗 𝑘 𝑖 

(1 − 𝑅 

𝑐 
𝑖𝑢 
) 
⎞ ⎟ ⎟ ⎟ ⎠ 
⎤ ⎥ ⎥ ⎥ ⎦ (5) 

Many algorithms and procedures have been developed in the litera-

ure to compute the reliability for GA( k, n ) systems. The generating func-

ion approach proposed by Barlow and Heidtmann [2] , although less

fficient than the approaches developed by Arulmozhi [1] and Kouchy

28] , presents the advantage of being simple and easy to program. Kuo

nd Zuo [29] present a modified version of their algorithm. The latter

pproach is used in the patterns generation phase to compute the relia-

ility of the GA( k, n ) systems. 

. Maintenance/repair levels, costs and durations 

.1. Imperfect maintenance model 

During the break, each failed component E ij can potentially be sub-

ected to a list of 𝐿 𝑖𝑗 + 1 corrective maintenance (CM) levels l, l ∈ {0,

, ⋅⋅⋅, L ij }. The lowest maintenance level 𝑙 = 0 corresponds to the “Do

othing ” case, while the highest level 𝑙 = 𝐿 𝑖𝑗 corresponds to the perfect

eplacement or as good as new case. Level 𝑙 = 1 corresponds to the min-

mal repair case which when performed brings the component to an as

ad as old condition. Intermediate values of 1 < l < L ij represent imperfect

aintenance actions which bring the component back to a condition be-

ween “as bad as old ” and “as good as new ”. The age reduction approach

roposed by Malik [35] is used to model imperfect maintenance. Hence,

hen a CM level l is performed on E ij , its age is reduced by a factor 𝛼ijl ,

0 < 𝛼ijl < 1) for a cost 𝑐 𝑐 
𝑖𝑗𝑙 

and a duration 𝑡 𝑐 
𝑖𝑗𝑙 

. 

Similarly, a working/functioning component with age B ij at the end

f the current mission can also be subjected to a number of preventive

aintenance (PM) levels l, l ∈ {0, 2, ⋅⋅⋅, L ij }. In line with the CM, levels

 = 0 and 𝑙 = 𝐿 𝑖𝑗 correspond, respectively, to the “Do nothing ” and the

erfect replacement or as good as new cases. Note that there is no mini-

al repair equivalent for a PM, therefore the maintenance option 𝑙 = 1 is
ot available for working/functioning components. Intermediate values

f l with 2 ≤ l < L ij represent imperfect maintenance actions which reju-

enate the component by reducing its age by a factor 𝛿ijl (0 < 𝛿ijl < 1).

or example, 𝛿𝑖𝑗𝐿 𝑖𝑗 = 0 is the perfect replacement case (i.e, the age resets

o 0). Each PM action of level l incurs a cost 𝑐 
𝑝 

𝑖𝑗𝑙 
and a duration 𝑡 

𝑝 

𝑖𝑗𝑙 
. 
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The following binary decision variable 𝜙ijl is introduced to model the

aintenance level to be selected: 

𝑖𝑗𝑙 = 

{ 

1 , if maintenance level 𝑙 is performed on 𝐸 𝑖𝑗 

0 , otherwise 
(6) 

Since the component E ij is subjected to maintenance, its correspond-

ng effective age A ij at the end of the break can be expressed as a function

f its initial status S ij and the maintenance level l selected. Using Eq. (6) ,

he effective age A ij is given such by: 

 𝑖𝑗 = 𝐵 𝑖𝑗 

[ 

𝑆 𝑖𝑗 

∑
𝑙 , 𝑙 ≠1 

𝛿𝑖𝑗𝑙 𝜙𝑖𝑗𝑙 + 

(
1 − 𝑆 𝑖𝑗 

)∑
𝑙 

𝛼𝑖𝑗𝑙 𝜙𝑖𝑗𝑙 

] 

(7) 

.2. Total maintenance cost and time 

Depending on the system performance required, a system compo-

ent E ij , may be selected for maintenance. When it is not selected, the

orresponding maintenance cost and duration are ignored. However, if

he component E ij is selected for maintenance and an eligible mainte-

ance level l ∈ {1, ⋅⋅⋅, L ij } is selected to be performed on E ij , it incurs a

aintenance cost and duration. 

The total PM cost is given by: 

 𝑃𝑀 

= 

𝑚 ∑
𝑖 =1 

𝑛 𝑖 ∑
𝑗=1 

𝐿 𝑖𝑗 ∑
𝑙=2 

𝑐 
𝑝 

𝑖𝑗𝑙 
⋅ 𝑆 𝑖𝑗 ⋅ 𝜙𝑖𝑗𝑙 (8) 

here a PM action of level l ≥ 2 is allowed to be performed on com-

onent E ij only if E ij is working/functioning at the start of the break

i.e., 𝑆 𝑖𝑗 = 1 ). Recall that 𝑙 = 0 means that no PM is done, therefore no

aintenance cost is incurred. There is no level 𝑙 = 1 for PM. 

The total CM cost is given by: 

 𝐶𝑀 

= 

𝑚 ∑
𝑖 =1 

𝑛 𝑖 ∑
𝑗=1 

𝐿 𝑖𝑗 ∑
𝑙=1 

𝑐 𝑐 
𝑖𝑗𝑙 

⋅
(
1 − 𝑆 𝑖𝑗 

)
⋅ 𝜙𝑖𝑗𝑙 (9) 

here 
(
1 − 𝑆 𝑖𝑗 

)
implies that CM actions are available only for failed

omponents. 

Similarly, the total PM and CM durations are, respectively, given as

ollows: 

 𝑃𝑀 

= 

𝑚 ∑
𝑖 =1 

𝑛 𝑖 ∑
𝑗=1 

𝐿 𝑖𝑗 ∑
𝑙=2 

𝑡 
𝑝 

𝑖𝑗𝑙 
⋅ 𝑆 𝑖𝑗 ⋅ 𝜙𝑖𝑗𝑙 (10) 

 𝐶𝑀 

= 

𝑚 ∑
𝑖 =1 

𝑛 𝑖 ∑
𝑗=1 

𝐿 𝑖𝑗 ∑
𝑙=1 

𝑡 𝑐 
𝑖𝑗𝑙 

⋅
(
1 − 𝑆 𝑖𝑗 

)
⋅ 𝜙𝑖𝑗𝑙 . (11) 

Finally, the total maintenance cost  and duration  are, respec-

ively, given such as: 

 = 𝐶 𝑃𝑀 

+ 𝐶 𝐶𝑀 

(12) 

 = 𝑇 𝑃𝑀 

+ 𝑇 𝐶𝑀 

. (13) 

. Mixed integer nonlinear programming formulation of the SMP 

Assume that a system has just accomplished its current mission and

s available for maintenance activities to be carried out on its compo-

ents. Due to limited resources, only a subset of maintenance actions

an actually be performed. Therefore, the goal of the SMP is to jointly

elect the set of components to be maintained and the maintenance lev-

ls to be performed on the selected components. Two new nonlinear

odels of the generalized SMP may thus be formulated according to the

oals of the decision-maker, namely to maximize system reliability dur-

ng the next mission (MINLP–1), or to minimize the total maintenance

ost (MINLP–2). 
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• Model MINLP–1 : 

ax  = 

𝑚 ∏
𝑖 =1 

⎡ ⎢ ⎢ ⎢ ⎣ 
𝑛 𝑖 ∑

𝑗 𝑘 𝑖 
=1 

𝑗 𝑘 𝑖 
−1 ∑

𝑗 𝑘 𝑖 −1 =0 
⋯ 

𝑗 2 −1 ∑
𝑗 1 =0 

⎛ ⎜ ⎜ ⎜ ⎝ 
𝑗 𝑘 𝑖 ∏
𝑣 = 𝑗 1 

𝑅 

𝑐 
𝑖𝑣 
⋅

𝑗 𝑘 𝑖 ∏
𝑢 =1 

𝑢 ≠𝑗 1 , ⋯ ,𝑗 𝑘 𝑖 

(1 − 𝑅 

𝑐 
𝑖𝑢 
) 
⎞ ⎟ ⎟ ⎟ ⎠ 
⎤ ⎥ ⎥ ⎥ ⎦ (14)

.t.: 

 ≤  0 (15)

 ≤  0 (16)

∑
𝑙 

(
1 − 𝑆 𝑖𝑗 

)
𝜙𝑖𝑗𝑙 + 

∑
𝑙 , 𝑙 ≠1 

𝑆 𝑖𝑗 𝜙𝑖𝑗𝑙 = 1 , ∀𝑖, 𝑗 (17)

𝐴 𝑖𝑗 = 𝐵 𝑖𝑗 

[ 

𝑆 𝑖𝑗 

∑
𝑙 , 𝑙 ≠1 

𝛿𝑖𝑗𝑙 𝜙𝑖𝑗𝑙 + 

(
1 − 𝑆 𝑖𝑗 

)∑
𝑙 

𝛼𝑖𝑗𝑙 𝜙𝑖𝑗𝑙 

] 

, ∀𝑖, 𝑗 (18)

𝑉 𝑖𝑗 = 𝑆 𝑖𝑗 + 

𝐿 𝑖𝑗 ∑
𝑙=1 

(
1 − 𝑆 𝑖𝑗 

)
𝜙𝑖𝑗𝑙 , ∀𝑖, 𝑗 (19)

𝑅 

𝑐 
𝑖𝑗 
= 

𝑅 𝑖𝑗 ( 𝐴 𝑖𝑗 + 𝑈 ) 
𝑅 𝑖𝑗 ( 𝐴 𝑖𝑗 ) 

⋅ 𝑉 𝑖𝑗 , ∀𝑖, 𝑗 (20)

𝜙𝑖𝑗𝑙 ∈ {0 , 1} ∀𝑖, 𝑗, 𝑙 (21)

n this formulation, the objective function (14) aims to maximize the

verall reliability which was developed in Eq. (5) . Constraints (15) and

16) ensure respectively that the total maintenance cost and duration

o not exceed the budget available and the duration of the break. Con-

traint (17) states that exactly one maintenance level has to be selected

ither for PM or CM. Constraint (18) is used to update the effective

ge of each component at the end of the break period as developed in

q. (7) . Constraint (19) imposes that a component status after the break

s the same as its status before unless it has been repaired (because it was

ailed before the break, i.e. 𝑆 𝑖𝑗 = 0 ). Constraint (20) is used to compute

he conditional reliability of component E ij . Constraint (21) defines the

inary variable 𝜙ijl used in the formulation. 

• Model MINLP–2 : 

If a minimum reliability target  0 is pre-specified for the next mis-

ion, then the nonlinear model (MINLP–2) can be formulated as fol-

ows: 

in  = 

𝑚 ∑
𝑖 =1 

𝑛 𝑖 ∑
𝑗=1 

𝐿 𝑖𝑗 ∑
𝑙=1 

[
𝑐 
𝑝 

𝑖𝑗𝑙 
⋅ 𝑆 𝑖𝑗 + 𝑐 𝑐 

𝑖𝑗𝑙 
⋅
(
1 − 𝑆 𝑖𝑗 

)]
⋅ 𝜙𝑖𝑗𝑙 (22)

.t.: 

 ≥  0 (23)

 ≤  0 (24)

∑
𝑙 

(
1 − 𝑆 𝑖𝑗 

)
𝜙𝑖𝑗𝑙 + 

∑
𝑙 , 𝑙 ≠1 

𝑆 𝑖𝑗 𝜙𝑖𝑗𝑙 = 1 , ∀𝑖, 𝑗 (25)

𝐴 𝑖𝑗 = 𝐵 𝑖𝑗 

[ 

𝑆 𝑖𝑗 

∑
𝑙 , 𝑙 ≠1 

𝛿𝑖𝑗𝑙 𝜙𝑖𝑗𝑙 + 

(
1 − 𝑆 𝑖𝑗 

)∑
𝑙 

𝛼𝑖𝑗𝑙 𝜙𝑖𝑗𝑙 

] 

, ∀𝑖, 𝑗 (26)
n  
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𝑉 𝑖𝑗 = 𝑆 𝑖𝑗 + 

𝐿 𝑖𝑗 ∑
𝑙=1 

(
1 − 𝑆 𝑖𝑗 

)
𝜙𝑖𝑗𝑙 , ∀𝑖, 𝑗 (27) 

𝑅 

𝑐 
𝑖𝑗 
= 

𝑅 𝑖𝑗 ( 𝐴 𝑖𝑗 + 𝑈 ) 
𝑅 𝑖𝑗 ( 𝐴 𝑖𝑗 ) 

⋅ 𝑉 𝑖𝑗 , ∀𝑖, 𝑗 (28) 

𝜙𝑖𝑗𝑙 ∈ {0 , 1} ∀𝑖, 𝑗, 𝑙 (29) 

The MINLP models presented above are computationally intractable

ue to the complexity of the expression of the reliability  in the objec-

ive function (14) and constraint (23) . In practice, currently available

olvers for these GA( k, n ) system formulations yield local optimum so-

utions. Hence, there is a need for an approach that allows for more

eneral reliability structures to be modelled and solved optimally. 

. The proposed two-phase approach for a BIP formulation 

The first phase is a structured and guided procedure to efficiently

enerate all feasible combinations of component and maintenance lev-

ls. The second phase solves a MMKP to optimally select a series of pat-

erns to maximize the system reliability or minimize the total cost. We

ive a brief formulation of the MMKP before presenting our two-phase

pproach. For more details, please refer to [19,20,47] . 

The MMKP is a binary knapsack problem in which a set of items S

artitioned into n disjoint classes S 1 , ⋅⋅⋅, S n is given where each class

 i has n i items ( i ∈ {1, ⋅⋅⋅, n }), respectively. Each item j of class S i has

 non-negative performance (or profit) value r ij and requires a certain

mount of resources given by a requirement (or weight) vector 𝑊 𝑖𝑗 =
 𝑤 

1 
𝑖𝑗 
, ⋯ , 𝑤 

𝑚 
𝑖𝑗 
) . The capacities or amounts of available resources are given

y a vector  = (  1 , ⋯ ,  𝑚 ) . The problem is to fill the multi-constrained

napsack with exactly one item from each class in order to maximize

he total performance (or profit) value of the selection while satisfying

he capacity constraints. The model uses binary variables 𝑦 𝑖𝑗 = 1 if the

 th item of class N i is selected, and 𝑦 𝑖𝑗 = 0 otherwise. 

ax 𝑍 = 

𝑛 ∑
𝑖 =1 

𝑛 𝑖 ∑
𝑗=1 

𝑟 𝑖𝑗 ⋅ 𝑦 𝑖𝑗 

.t.: 

𝑛 𝑖 ∑
𝑗=1 

𝑦 𝑖𝑗 = 1 ∀𝑖 ∈ {1 , ⋯ , 𝑛 } 

𝑛 ∑
𝑖 =1 

𝑛 𝑖 ∑
𝑗=1 

𝑤 

𝑘 
𝑖𝑗 
𝑦 𝑖𝑗 ≤  𝑘 ∀𝑘 ∈ {1 , ⋯ , 𝑚 } 

 𝑖𝑗 ∈ {0 , 1}; 𝑖 ∈ {1 , ⋯ , 𝑛 }; 𝑗 ∈ {1 , ⋯ , 𝑛 𝑖 } 

.1. Phase I: pattern generation 

A pattern is a combination of components and related maintenance

evels to be performed, which results in a discrete reliability 𝑅 

𝑠 
𝑖𝑔 

for the

 

th GA( k i , n i ) subsystem during the subsequent mission. To estimate the

eliability 𝑅 

𝑠 
𝑖𝑔 
, the present work uses the approach developed in Kuo and

uo [29] . The overall principle of Phase I is described in Algorithm (1 ).

his algorithm is developed for a problem with reliability maximization

s the objective function (equivalent to MINLP–1). Adapting the algo-

ithm to deal with a cost minimization function (equivalent to MINLP–2)

s straightforward. 

To illustrate how Phase I works, a GA(1,2) system is considered.

t the start of the break, we assume that both components are work-

ng/functioning and can undergo 2 levels of maintenance: 0-Do noth-

ng and 1-Replace. The following list  of 4 patterns is generated  =
1 , 2 , 3 , 4} where pattern 𝑔 = 1 represents the case where both compo-

ents are replaced, 𝑔 = 2 represents the case where only component 2 is
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Algorithm 1 Compute 𝑅 

𝑠 
𝑖𝑔 
, 𝐶 𝑖𝑔 , 𝑡 𝑖𝑔 for all valid patterns for subsystem i . 

1: Input data: 𝑘 𝑖 , 𝑛 𝑖 , 𝑐 
𝑐 
𝑖𝑗𝑙 

, 𝑡 𝑐 
𝑖𝑗𝑙 

, 𝑐 
𝑝 

𝑖𝑗𝑙 
, 𝑡 

𝑝 

𝑖𝑗𝑙 
, 𝐵 𝑖𝑗 , 𝛼𝑖𝑗𝑙 , 𝛿𝑖𝑗𝑙 , 𝛽𝑖𝑗 , 𝜂𝑖𝑗 , 𝑚 

2: Initialize: 𝑖 = 1 
3: while 𝑖 ≤ 𝑚 do 

4: – Generate an integer numbered list  𝑖 of all valid combina- 

tion/patterns of components and their PM or CM levels such that 

at least 𝑘 𝑖 components will be working/functioning after mainte- 

nance. 𝐺 𝑖 = | 𝑖 |. 
5: – Calculate the cardinality of the lists: 𝐺 𝑖 = | 𝑖 |. 
6: Initialize: 𝑔 = 1 
7: while 𝑔 ≤ 𝐺 𝑖 do 

8: – Calculate the related maintenance cost 𝐶 𝑖𝑔 and duration 𝑡 𝑖𝑔 
by summing up all the individual costs and durations, respec- 

tively. 

9: if ( 𝐶 𝑖𝑔 ≤  0 ) and ( 𝑡 𝑖𝑔 ≤  0 ) then 

10: – Compute 𝑅 

𝑐 
𝑖𝑗 

the conditional reliability for all components 

𝐸 𝑖𝑗 in the current pattern 𝑔 using Equation (3). 

11: – Compute 𝑅 

𝑠 
𝑖𝑔 

the reliability of the subsystem 𝑖 under the 

current pattern 𝑔 using the algorithm proposed in [29]. 

12: – Store values of 𝑖, 𝑔, 𝑅 

𝑠 
𝑖𝑔 
, 𝑐 𝑖𝑔 , 𝑡 𝑖𝑔 . 

13: else 

14: – Remove current pattern 𝑔 from the list  𝑖 . (all patterns 

above 𝑔 get shifted down by one position after the removal 

of 𝑔.) 

15: – Update 𝑔 = 𝑔 − 1 to account for the removed pattern. 

16: – Update 𝐺 𝑖 = | 𝑖 |. 
17: end if

18: 𝑔 = 𝑔 + 1 . 
19: end while 

20: 𝑖 = 𝑖 + 1 . 
21: end while 
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elected to be replaced and component 1 is not selected, 𝑔 = 3 represents

he opposite case of pattern 𝑔 = 2 , and finally 𝑔 = 4 is the case where no

omponent is selected for maintenance. If at the start of the break both

omponents are failed, then the list of potential patterns is reduced to

 = {1 , 2 , 3} because the Do-nothing option to both components is no

onger a valid combination. 

At the end of Phase I, a dataset containing the values of the follow-

ng parameters 𝑖, 𝑔, 𝑅 

𝑠 
𝑖𝑔 
, 𝑐 𝑖𝑔 , 𝑡 𝑖𝑔 , 𝐺 𝑖 for each pattern and each subsystem

s generated and passed as input data to Phase II for the optimization

rocedure. 

.2. Phase II: binary integer programming formulation 

The aim of Phase II is to select one pattern out of all G i feasible

atterns generated for each subsystem i such that the overall system

eliability  is maximized. This selection is performed such that the total

uration and cost of selected patterns do not exceed the break duration

nd maintenance budget, respectively. The following binary decision

ariable is used to make the pattern selection: 

 𝑖𝑔 = 

{ 

1 , if pattern 𝑔 is selected for subsystem 𝑖 

0 , otherwise. 

Since the system under consideration is a series arrangement of m

A( k i , n i ) subsystems ( 𝑖 = 1 , ⋯ , 𝑚 ), the system reliability  during the

ext mission can then be written as a function of the decision variable

 ig as follows: 

 = 

𝑚 ∏
𝑖 =1 

( 

𝐺 𝑖 ∑
𝑔=1 

𝑅 

𝑠 
𝑖𝑔 
𝑧 𝑖𝑔 

) 

. (30)

pplying the logarithmic transformation gives: 

n (  ) = 

𝑚 ∑
𝑖 =1 

ln 

( 

𝐺 𝑖 ∑
𝑔=1 

𝑅 

𝑠 
𝑖𝑔 
⋅ 𝑧 𝑖𝑔 

) 

. 
239 
iven that z ig is a binary variable and 
∑

𝑔 𝑧 𝑖𝑔 = 1 , ln (  ) can then equiv-

lently be written as follows: 

n (  ) = 

𝑚 ∑
𝑖 =1 

𝐺 𝑖 ∑
𝑔=1 

ln 
(
𝑅 

𝑠 
𝑖𝑔 

)
⋅ 𝑧 𝑖𝑔 (31)

The resulting mathematical formulation for the maximization of the

verall system reliability (Model BIP–1) is as follows: 

ax ln (  ) = 

𝑚 ∑
𝑖 =1 

𝐺 𝑖 ∑
𝑔=1 

ln ( 𝑅 

𝑠 
𝑖𝑔 
) ⋅ 𝑧 𝑖𝑔 (32) 

.t.: 

𝐺 𝑖 ∑
𝑔=1 

𝑧 ig = 1 ∀𝑖 ∈ { 1 , ⋯ , 𝑚 } (33) 

𝑚 ∑
𝑖 =1 

𝐺 𝑖 ∑
𝑔=1 

 𝑖𝑔 𝑧 𝑖𝑔 ≤  0 (34) 

𝑚 ∑
𝑖 =1 

𝐺 𝑖 ∑
𝑔=1 

𝑡 𝑖𝑔 ⋅ 𝑧 𝑖𝑔 ≤  0 (35) 

 𝑖𝑔 ∈ {0 , 1}; 𝑖 = 1 , ⋯ , 𝑚 ; 𝑔 = 1 , ⋯ , 𝐺 𝑖 (36) 

In the above optimization model, constraint (33) ensures that exactly

ne maintenance pattern is selected per subsystem. Constraints (34) and

35) ensure that the total maintenance cost and duration of all patterns

elected do not exceed the budget and break duration, respectively. The

ast constraint defines the binary decision variable z ig used in the for-

ulation. 

Similarly, if a maintenance budget  0 is pre-specified an alternative

ormulation (Model BIP–2) is: 

in  = 

𝑚 ∑
𝑖 =1 

𝐺 𝑖 ∑
𝑔=1 

 𝑖𝑔 ⋅ 𝑧 𝑖𝑔 (37) 

.t.: 

𝐺 𝑖 ∑
𝑔=1 

𝑧 𝑖𝑔 = 1 ∀𝑖 ∈ {1 , ⋯ , 𝑚 } (38) 

𝑚 ∑
𝑖 =1 

𝐺 𝑖 ∑
𝑔=1 

ln ( 𝑅 

𝑠 
𝑖𝑔 
) ⋅ 𝑧 𝑖𝑔 ≥ ln ( 𝑅 0 ) (39) 

𝑚 ∑
𝑖 =1 

𝐺 𝑖 ∑
𝑔=1 

𝑡 𝑖𝑔 ⋅ 𝑧 𝑖𝑔 ≤  0 (40) 

 𝑖𝑔 ∈ {0 , 1}; 𝑖 = 1 , ⋯ , 𝑚 ; 𝑔 = 1 , ⋯ , 𝐺 𝑖 (41) 

The mathematical model BIP–1 matches the definition of the MMKP

iven at the beginning of Section 5 . BIP–2 is similar to the MMKP be-

ause the objective function (37) and constraint (39) would need to be

ultiplied by -1 to exactly match the definition of the MMKP. Given

hat the SMP is formulated as an MMKP, its complexity is the same as

ny other MMKP: it is   -hard [47] . The computation times increase

s more components and subsystems are added. In the numerical exper-

ments section, we optimally solved these models using the Gurobi 7.5

olver [21] called from MPL 5.0 [36] for moderately large systems. It

hould be noted that if in practice there were a need to solve this prob-

em for a very high number of subsystems, one would be able to use

he efficient solution methods recently developed by Voß et al. [47] .

hasemi and Razzazi [20] have proposed a branch-and-bound (B&B)
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Table 1 

Parameters for experiment #1 (source: references [7,38] ). 

E ij 𝜂ij 𝛽 ij S ij B ij 𝑡 𝑐 
𝑖𝑗1 𝑡 𝑐 

𝑖𝑗2 𝑡 
𝑝 

𝑖𝑗1 𝑐 𝑐 
𝑖𝑗1 𝑐 𝑐 

𝑖𝑗2 𝑐 
𝑝 

𝑖𝑗1 

E 11 15 1.5 1 15 3 1 5 6 12 12 

E 12 15 1.5 1 20 3 1 5 5 12 12 

E 21 20 3 0 8 2 2 4 5 14 14 

E 22 20 3 1 15 2 2 4 6 15 15 
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Table 2 

Patterns generated for experiment #1. 

G ig 𝑙𝑛 ( 𝑅 𝑠 
𝑖𝑔 
) C ig t ig Component-maintenance level 

G 11 -0.4734 0 0 E 11 –DN; E 12 –DN 

G 12 -0.2123 12 5 E 11 –DN; E 12 –R 

G 13 -0.2296 12 5 E 11 –R; E 12 –DN 

G 14 -0.1099 24 10 E 11 –R; E 12 –R 

G 21 -0.2755 5 2 E 21 –MR; E 22 –DN 

G 22 -0.0226 20 6 E 21 –MR; E 22 –R 

G 23 -0.0422 14 2 E 21 –R; E 22 –DN 

G 24 -0.0039 29 6 E 21 –R; E 22 –R 

G 25 -1.0999 0 0 E 21 –DN; E 22 –DN 

G 26 -0.0640 15 4 E 21 –DN; E 22 –R 
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lgorithm to solve very large instances of the MMKP exactly. Their ex-

ct method is able to efficiently solve problems with extremely large

umber of subsystems. Two other exact methods based on the best-first

&B algorithm have been proposed by Khan et al. [22,43] . Other meth-

ds can be found in [11,19] . 

In the following section, numerical experiments are carried out to

how that our models yield valid maintenance decisions for complex

ulticomponent systems more general than any other system consid-

red before. Furthermore, comparisons show that computational re-

uirements are substantially reduced with our proposed approach. 

. Numerical examples 

In this section, six sets of numerical experiments are conducted. The

rst set is a validation experiment based on the example proposed by

assady et al. [7] and used in Pandey et al. [38] . The second experiment

ompares the proposed approach to the traditional nonlinear formula-

ion for a series-parallel system. The third experiment compares the pro-

osed approached and the Full Enumeration Algorithm (FEA), which is

sed as a baseline for all exact methods. The fourth experiment is de-

igned to show how the proposed four models can be used to solve the

MP for a moderately large series-parallel system. The fifth experiment

hows how the proposed two-phase approach can be used to solve the

MP for a large serial k -out-of- n:G system under imperfect maintenance.

he sixth experiment shows how the proposed approach can be used to

olve the SMP for large complex reliability structures. 

All experiments are run on a Intel TM i5 3.4GHz desktop computer

ith 16GB of RAM running Windows 7 TM . The Phase 1 and FEA algo-

ithms were programmed in Python 3.5. 

.1. Set of experiments #1: validation example 

For this first set of experiments, the exact same system made of two

A(1,2) subsystems in series considered in [7] and [38] is used. The pa-

ameters are also the same and displayed in Table 1 . For failed compo-

ents, three CM levels are considered: 𝑙 = 0 is Do nothing (DN), 𝑙 = 1 is
inimal repair (MR), and 𝑙 = 2 is Replace (R). For working/functioning

omponents, two PM levels are considered: 𝑙 = 0 is Do nothing (DN),

 = 2 is Replace (R). In the original problem [7] , only the break dura-

ion is limited at  0 = 19 . Thus, at first we find the optimal solution when

nly the break duration is limited. 

The 10 patterns generated by Phase 1 are listed in Table 2 below.

omputation time is 1 . 56 × 10 −6 seconds. 

Phase 2 is then run to select one pattern for each subsystem. Table 3

hows the results obtained for varying values of  0 . Computation time

s 0.02 seconds. 

For  0 = 16 , we obtain the same results as in [7] and [38] : a maxi-

um optimal reliability of 0.8925 achieved by replacing all 4 compo-

ents. For  0 = 9 , we obtain the same solution (  

∗ = 0 . 7753 ) obtained

y Pandey et al. [38] . The general trend observed in Table 3 is that as

he break duration  0 is shortened, less PM activities can take place and

he model thus gives priority to CM actions. This results in decreasing

chievable reliability. 

In the next experiment, both duration and cost limits are imposed on

he maintenance actions to be carried out during the break. The results

n Table 4 are obtained for  = 9 and varying values of  . For  = 25 ,
0 0 0 

240 
e obtain the same solution (  

∗ = 0 . 6140 ) obtained by Pandey et al.

38] . 

The general trend observed in Table 4 is that as the maintenance

udget  0 is reduced, less PM activities can take place and the model

hus gives priority to CM actions. This results in decreasing achievable

eliability. When both duration and budget limitations are active the

chievable maximum reliability is even lower than when only the time

imitation is active. 

.2. Set of experiments #2: performance comparison between the 

onlinear formulation and the proposed approach 

In what follows, we compare the solution quality and computation

imes obtained by the nonlinear MINLP–1 model and the proposed BIP–

 model. Both models are formulated in MPL 5.0. The MINLP–1 model

s solved using Lindo 9.0 while the BIP–1 model is solved with Gurobi

.5. 

Table 5 compares the results obtained for the 2-by-2 system consid-

red in the previous subsection. Table 6 compares the results obtained

or a 4-by-2 system obtained by duplicating the 2-by-2 system. Optimal

alues are in bold. For these two small problems, the BIP–1 model out-

erforms the MINLP–1 in terms of computation time ( CPU t ) and reaches

he optimal solution for every instance. In two instances across both ta-

les, the nonlinear method reports a local maximum. 

The systems considered in the first two sets of experiments are ex-

remely small in size (4 and 8 components), which is seldom the case

n practice. The small size example allows [7] to obtain the optimal

olution by enumeration whereas [38] use an undisclosed evolution-

ry algorithm. For large systems, such methods would be prohibitively

ime-consuming and not guarantee optimality. 

.3. Set of experiments #3: FEA versus BIP 

For this set of experiments, three GA(1, n i ) subsystems are consid-

red with 𝑛 1 = 5 , 𝑛 2 = 8 and 𝑛 3 = 10 . Components in subsystem i ( 𝑖 =
 , 2 , 3 ) are identical and their corresponding lifetimes are Weibull dis-

ributed. For subsystem i , shape and scale parameters of Weibull dis-

ribution of components ’ lifetimes are set to 𝛽1 𝑗 = 1 . 5 and 𝜂1 𝑗 = 15 ( 𝑗 =
 , … , 𝑛 1 ) , 𝛽2 𝑗 = 3 and 𝜂2 𝑗 = 20 ( 𝑗 = 1 , … , 𝑛 2 ) , and 𝛽3 𝑗 = 2 . 1 and 𝜂3 𝑗 = 10
 𝑗 = 1 , … , 𝑛 3 ) . 

For failed components, four CM levels are considered: 𝑙 = 0 is Do-

othing (DN), 𝑙 = 1 is Minimal repair (MR), and 𝑙 = 2 is an imperfect

orrective maintenance (IM) that reduces the component age by half,

nd 𝑙 = 3 is Replace (R). For working/functioning components, three PM

evels are considered: 𝑙 = 0 is Do-nothing (DN), 𝑙 = 2 is an imperfect pre-

entive maintenance (IM) that reduces the component age by half, and

 = 3 is Replace (R). The other parameters are listed in Table 7 . These

arameters are arbitrarily chosen but satisfy the following relationships:

M actions have duration and cost that are lower than equivalent CM ac-

ions, and lower maintenance levels incur less time and cost than higher

aintenance levels. 
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Table 3 

Results for experiment with only time limit. 

 0  

∗  ∗ Patterns selected Component–Maintenance level 

16 0.892487 16 { G 14 , G 24 } E 11 –R; E 12 –R; E 21 –R; E 22 –R 

12 0.858894 12 { G 14 , G 23 } E 11 –R; E 12 –R; E 21 –R; E 22 –DN 

9 0.775300 7 { G 12 , G 23 } E 11 –DN; E 12 –R; E 21 –R; E 22 –DN 

5 0.597135 2 { G 11 , G 23 } E 11 –DN; E 12 –DN; E 21 –R; E 22 –DN 

Table 4 

Results for experiment with both cost and time limits:  0 = 9 . . 

 0  

∗  ∗  ∗ Patterns selected Component–Maintenance level 

30 0.7753 7 26 { G 12 , G 23 } E 11 –DN; E 12 –R; E 21 –R; E 22 –DN 

25 0.6140 7 17 { G 12 , G 21 } E 11 –DN; E 12 –R; E 21 –MR; E 22 –DN 

15 0.5971 2 14 { G 11 , G 23 } E 11 –DN; E 12 –DN; E 21 –R; E 22 –DN 

10 0.4729 2 5 { G 12 , G 21 } E 11 –DN; E 12 –DN; E 21 –MR; E 22 –DN 

Table 5 

Comparative results for a 2-by-2 system when  0 = 9 . . 

MINLP–1 BIP–1 

 0  CPU t ( s )  CPU t ( s ) 

30 0.7753 2.78 0.7753 0.02 

25 0.6034 2.73 0.6140 0.02 

15 0.5971 2.67 0.5971 0.02 

10 0.4729 0.27 0.4729 0.02 

Table 6 

Comparative results for a 4-by-2 system when  0 = 9 . . 

MINLP–1 BIP–1 

 0  CPU t ( s )  CPU t ( s ) 

100 0.3566 1.38 0.3566 0.04 

50 0.2880 1.14 0.2904 0.04 

30 0.2236 0.83 0.2236 0.03 
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The results in Table 8 show that the BIP is significantly faster than the

ull Enumeration Algorithm (FEA) for all three systems considered. The

rst system is comprised of two parallel subsystems in series GA(1,5)–
Table 7 

Parameters for sets of experiments #3, #4 and #5. 

Subsystem E ij S ij B ij 𝑡 𝑐 
𝑖𝑗1 𝑡 𝑐 

𝑖𝑗2 𝑡 𝑐 
𝑖𝑗3 

E 11 0 15 4 6 8 

E 12 1 12 4 6 8 

GA(1,5) E 13 0 10 4 6 8 

E 14 1 18 4 6 8 

E 15 1 20 4 6 8 

E 21 0 8 3 4 5 

E 22 1 15 3 4 5 

E 23 0 8 3 4 5 

E 24 1 15 3 4 5 

GA(1,8) E 25 0 8 3 4 5 

E 26 1 15 3 4 5 

E 27 0 8 3 4 5 

E 28 1 15 3 4 5 

E 31 0 6 2 2.5 4 

E 32 1 10 2 2.5 4 

E 33 0 6 2 2.5 4 

E 34 1 10 2 2.5 4 

E 35 0 6 2 2.5 4 

GA(1,10) E 36 1 10 2 2.5 4 

E 37 0 6 2 2.5 4 

E 38 1 10 2 2.5 4 

E 39 1 10 2 2.5 4 

E 3, 10 1 10 2 2.5 4 

241 
A(1,8) with a total of 13 components. When  0 = 100 , the FEA takes

bout 181 seconds to find the optimal solution whereas the BIP takes

ess than 0.26 s. 

The second system is comprised of two parallel subsystems in se-

ies GA(1,5)–GA(1,10) with a total of 15 components. When  0 = 50 ,
he FEA takes about 1900 s to find the optimal solution whereas the

IP takes less than 1.7 s. For a system with 23 components GA(1,5)–

A(1,8)–GA(1,10), the FEA reports suboptimal solutions after 2000 s of

omputation whereas the BIP takes less than 2s to find the optimal so-

utions. For this third system, computation times are arbitrarily capped

t 2000 s because running until complete resolution would not change

he conclusion that BIP–1 significantly outperforms FEA. 

In the next three experiments, our new approach is used to find the

ptimal solutions for two moderately large and complex systems in rea-

onable time. 

.4. Set of experiments #4: optimal solutions for moderately large 

eries-parallel system 

The same system made of 3 subsystem considered in the previous

xperiment is considered here. Two experiments are carried out using
𝑡 
𝑝 

𝑖𝑗2 𝑡 
𝑝 

𝑖𝑗3 𝑐 𝑐 
𝑖𝑗1 𝑐 𝑐 

𝑖𝑗2 𝑐 𝑐 
𝑖𝑗3 𝑐 

𝑝 

𝑖𝑗2 𝑐 
𝑝 

𝑖𝑗3 

2 4 5 10 14 8 10 

2 4 5 10 14 8 10 

2 4 5 10 14 8 10 

2 4 5 10 14 8 10 

2 4 5 10 14 8 10 

1 2 6 10 20 7 12 

1 2 6 10 20 7 12 

1 2 6 10 20 7 12 

1 2 6 10 20 7 12 

1 2 6 10 20 7 12 

1 2 6 10 20 7 12 

1 2 6 10 20 7 12 

1 2 6 10 20 7 12 

2 3 4 8 10 5 7 

2 3 4 8 10 5 7 

2 3 4 8 10 5 7 

2 3 4 8 10 5 7 

2 3 4 8 10 5 7 

2 3 4 8 10 5 7 

2 3 4 8 10 5 7 

2 3 4 8 10 5 7 

2 3 4 8 10 5 7 

2 3 4 8 10 5 7 
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Table 8 

Comparison of FEA and BIP–1 for  0 = 20 . . 

# of  

∗ CPUt (sec) 

System parts  0 ∗ FEA BIP FEA BIP 

13 100 59 0.980 0.980 181.2 0.26 

GA(1,5)–GA(1,8) 13 50 49 0.972 0.972 174.8 0.22 

13 25 22 0.912 0.912 173.4 0.21 

15 100 48 0.905 0.905 1,936.5 1.69 

GA(1,5)–GA(1,10) 15 50 48 0.905 0.905 1,908.5 1.68 

15 25 24 0.790 0.790 1,868.3 1.56 

23 100 60 0.767 ∗ 0.861 2,000 a 1.90 

GA(1,5)–GA(1,8)–GA(1,10) 23 50 48 0.763 ∗ 0.852 2,000 a 1.87 

23 25 25 0.694 ∗ 0.695 2,000 a 1.76 

∗ sub-optimal solution obtained by the FEA after 2000 s. 
a Calculations interrupted after 2000 s and best solution reported. 

Table 9 

Comparative results for a moderately large system:  0 = 
100 . . 

Without IM With IM 

 0  

∗  ∗  ∗  

∗  ∗  ∗ 

10 0.6709 10 30 0.7180 10 27 

15 0.8048 15 43 0.9066 15 38 

20 0.8598 20 56 0.9593 20 57 

40 0.9716 40 100 0.9974 38 100 

50 0.9734 43 99 0.9974 38 100 

Table 10 

Comparative results for a moderately large system:  0 = 
40 . . 

Without IM With IM 

 0  

∗  ∗  ∗  

∗  ∗  ∗ 

50 0.8769 22 50 0.9505 20 49 

60 0.9097 26 60 0.9737 24 58 

80 0.9481 35 80 0.9918 32 79 

100 0.9716 40 100 0.9974 38 100 

150 0.9722 40 105 0.9988 40 113 
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Table 11 

Results of BIP–1 for a large and complex system:  0 = 
100 and  0 = 180 . 

Performance Maintenance actions : Components 

 

∗ = 0 . 8138 DN : E 22 E 28 

 ∗ = 74 MR : E 13 E 21 E 23 E 25 E 27 

 ∗ = 179 IM–PM : None 

IM–CM : None 

R : all other remaining components. 

Table 12 

Results for BIP–1 with varying mainte- 

nance budget  0 and  0 = 100 . 

 0  

∗  ∗  ∗ CPU t (s) 

500 0.8440 90 268 2.03 

200 0.8415 80 200 1.91 

180 0.8138 74 179 1.92 

150 0.7125 64 148 1.93 

100 0.4316 48 100 1.92 
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he BIP formulation: with and without the imperfect maintenance (level

 = 2 ). The results are displayed in Tables 9 and 10 for  0 = 100 and

 0 = 40 , respectively. For the case without imperfect maintenance, Phase

 takes about 0.0023s to generate 6552 patterns. Each run of the opti-

ization phase II takes less than 0.12s to find the optimal solution. For

he case where the imperfect maintenance is accounted for, Phase I takes

.079 s to generate 207,792 patterns. Each run of the optimization phase

I takes less than 1.95 s to find the optimal solution. 

Similarly, when keeping the break duration constant at  0 = 40 and

arying the budget  0 , the optimization phase runs in less than 0.12 s.

he results are displayed in Table 10 . 

The results displayed in Tables 9 and 10 show that when imperfect

aintenance is allowed, it is possible to achieve equal or slightly better

esults (values in bold) than when there is no imperfect maintenance.

he inclusion of imperfect maintenance levels gives more flexibility to

he model to find a combination of components and maintenance actions

hat best uses the limited resources. 

.5. Set of experiments #5: generalized SMP with k -out-of- n subsystems 

For this set of experiments, a system comprising three k -out-of- n sub-

ystems in series is considered: GA(2,5) – GA(3,8) – GA(4,10). Solving
242 
he SMP for such a complex system and moderately large system has not

een attempted before. All parameters and maintenance levels are the

ame used in the previous experiment as listed in Table 7 . Only the BIP

ormulation is used to optimally solve this general SMP as the non-linear

ormulation would neither be tractable nor guarantee optimal solutions.

or this experiment, Phase I takes less than 0.08 s to generate 207,792

atterns. Phase II takes at most 3.93 s to reach optimality. 

Table 11 shows the results of the BIP–1 model for  0 = 100 and

 0 = 180 . The maximum reliability achieved is 0.8138. All components

f subsystems and 1 and 3 are replaced except for the failed component

 13 which undergoes minimal repair. Failed components E 21 , E 23 , E 25 

nd E 27 undergo minimal repair, while functioning components E 22 and

 28 are not maintained. The components of subsystem 2 are more reli-

ble than the components in subsystems 1 and 3 ( 𝛽2 > 𝛽1 > 𝛽3 ). There-

ore, the model suggests better maintenance levels for the components

n subsystems 1 and 3 given the limited budget available. When there

s sufficient budget,  0 = 500 in Table 12 , all components are replaced

nd the maximum reliability achieved is 0.84396. 

Table 12 displays the results obtained with BIP–1 when the values

f  0 are varied from 500 to 100. As the budget is reduced, fewer main-

enance actions are performed and the system reliability achieved de-

reases. Each instance of the optimization runs in less than 2.04 seconds.

Table 13 displays the results obtained with BIP–1 when the values

f  are varied from 100 to 25. As the break duration is reduced, fewer
0 
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Table 13 

Results for BIP–1 with varying break du- 

ration  0 and  0 = 250 . 

 0  

∗  ∗  ∗ CPU t (s) 

100 0.8440 88 248 2.04 

50 0.6223 50 145 2.04 

35 0.3187 35 108 1.92 

25 0.1323 25 81 1.91 

Table 14 

Results for BIP–2 with  0 = 0 . 70 : case of 

varying  0 . 

 0  

∗  ∗  ∗ CPU t (s) 

100 0.7084 64 147 1.94 

60 0.7156 59 153 1.97 

56 0.7018 56 154 2.17 

55 Inf. – – 2.11 

Table 15 

Results for BIP–2 with  0 = 200 : case of 

varying  0 . 

 0  

∗  ∗  ∗ CPU t (s) 

0.85 Inf. – – 3.16 

0.84 0.8402 78 198 3.18 

0.80 0.8034 74 174 3.26 

0.75 0.7536 68 157 3.57 
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Table 16 

Results of BIP–1 for a large and complex system:  0 = 100 and  0 = 180 . 

Performance Maintenance actions : Components 

 

∗ = 0 . 7454 DN : E 23 and E 27 

 ∗ = 73 MR : E 25 , E 26 and E 28 . 

 ∗ = 180 IM–PM : None 

IM–CM : E 21 

R : E 22 , E 24 and all components of subsystem 1 and 3. 

Table 17 

Results of BIP–2 for a large and complex system:  0 = 100 and 

 0 = 0 . 70 . 

Performance Maintenance actions : Components 

 

∗ = 0 . 7001 DN : E 21 , E 22 , E 23 , E 25 , E 26 , E 27 , E 28 , and E 33 

 ∗ = 58 MR : None 

 ∗ = 138 IM–PM : None 

IM–CM : E 13 

R : all remaining components. 
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2

aintenance actions are performed and the system reliability achieved

ecreases. Each instance of the optimization runs in less than 2.04 sec-

nds. 

The BIP–2 model is run using the same patterns generated above and

or a minimum required reliability  0 = 0 . 70 . Table 14 displays the re-

ults obtained when the values of  0 are varied from 100 to 56. As the

reak duration is reduced, less maintenance actions can be performed.

hus, in order to achieve the required system reliability the model sug-

ests performing fewer maintenance activities but with higher quality,

hich drive the cost up. Each instance of the optimization runs in less

han 2.17 s. When the break duration is reduced below 56, the prob-

em becomes infeasible; there are no combination of maintenance lev-

ls that would achieve the specified minimum system reliability of 0.70.

able 15 displays the results obtained for  0 = 100 with the values of  0 
aried from 0.85 to 0.75. When  0 = 0 . 85 , the problem is infeasible as

he duration is not enough to guarantee this minimum reliability. As the

equired reliability is decreased, less maintenance actions are required

o achieve the needed reliability and therefore the incurred cost is also

ecreased. Each instance of the optimization runs in less than 3.6 s. 

.6. Set of experiments #6: complex reliability structure 

This sixth experiment shows that our proposed approach can easily

e used to solve the SMP for more complex reliability structures con-

ected in series. In this experiment the two-phase approach is applied

o solve the SMP in a system made of three subsystems in series (see

ig. 1 ). The first subsystem is the well-known bridge configuration, the

econd subsystem is a parallel system and the third subsystem is a 3-

ut-10 system. 

For subsystems 2 and 3, Algorithm (1 ) is used as described above to

enerate all the patterns and calculate the subsystem reliability values

or each pattern 𝑅 

𝑠 
𝑖𝑔 

( 𝑖 = 2 , 3) . For the bridge subsystem, Step 11 of

lgorithm (1 ) calculates the subsystem reliability 𝑅 

𝑠 
𝑖𝑔 

for each pattern
243 
sing the following equation: 

 

𝑠 
𝑖𝑔 
= 𝑅 

𝑐 
13 ⋅

[(
1 − (1 − 𝑅 

𝑐 
11 )(1 − 𝑅 

𝑐 
14 ) 

)
⋅
(
1 − (1 − 𝑅 

𝑐 
12 )(1 − 𝑅 

𝑐 
15 ) 

)]
+ 

(
1 − 𝑅 

𝑐 
13 

)
⋅
[
1 − 

(
1 − 𝑅 

𝑐 
11 𝑅 

𝑐 
12 

)
⋅ (1 − 𝑅 

𝑐 
14 𝑅 

𝑐 
15 ) 

]
, 

here the 𝑅 

𝑐 
𝑖𝑗 

are given by Eq. (3) . 

All parameters and maintenance levels are the same used in the pre-

ious experiments as listed in Table 7 . Only the BIP formulation is used

o optimally solve this general SMP as the nonlinear formulation would

either be tractable nor guarantee optimal solutions. For this experi-

ent, Phase I takes less than 0.065 seconds to generate 207,792 pat-

erns. 

Table 16 shows the results of the BIP–1 model for  0 = 100 and  0 =
80 . The maximum reliability achieved is 0.7454. All components of

ubsystems 1 and 3 are replaced along with components E 22 and E 24 .

omponents E 23 and E 27 are not maintained. The failed components

 25 , E 26 and E 28 undergo MR. Finally, component E 21 undergoes an IM

hich reduces its age by half. 

Table 17 shows the results of the BIP–2 model for  0 = 100 and  0 =
 . 70 . A reliability of 70.01% is achieved for a minimum cost of 138.

ll components of subsystems 1 and 3 are replaced except E 13 and E 33 .

omponents E 21 , E 22 , E 23 , E 25 , E 26 , E 27 , E 28 , and E 33 are not maintained.

he failed component E 13 undergoes an IM that reduces its age by half.

For both cases in Tables 16 and 17 , the optimization runtime is un-

er 2 seconds, which is quite remarkable for a system of such size and

omplexity. 

.7. Summary and highlights of the experiments 

The preceding five experiments show that the proposed formulation

f the selective maintenance is efficient and suitable to address complex

nd large size problems. Experiments 1 and 2 compare our formulations

o existing results and showed that the proposed four new formulations

re valid and yield the same results. Experiments 3 and 4 showed that

ur formulations are able to optimally solve the SMP for moderately

arge series-parallel systems and large serial k -out-of- n systems with non

dentical components. Finally in experiment 5, the proposed approach

s also shown to be very easy to adapt to solve the SMP for complex

eliability structures by only modifying one step in Phase 1, while Phase

 remains unchanged. 
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Fig. 1. System structure used in Experiment #6. 
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. Conclusion 

In this paper, we introduced a two-phase approach combining effi-

ient enumeration of patterns and a multidimensional multiple choice

napsack problem to optimally solve the selective maintenance prob-

em for large serial k -out-of- n and complex reliability systems since the

urrent nonlinear formulation is known to be inefficient and computa-

ionally intensive. Five set of experiments were run to show that the

ew approach is efficient, reaches the optimal solution in few seconds

t most and yields valid maintenance decisions. 

Most SMP models assume one repair channel or repairperson. Future

xtensions that the authors are working on include a generalization to

 -out-of- n subsystems with imperfect maintenance and repairperson eli-

ibility constraints on the subsystems. This can easily be done by gener-

ting a list of pattern that each combines a component, a maintenance

evel and a repairperson. 

Current SMP models study only use reliability as the performance

ndicator. Given that the proposed two-phase approach allows the cal-

ulation of the nonlinear reliability functions outside of the optimization

hase, it is clear that this method is recommended if other more com-

lex performance indicators such as availability have to be considered

ithin the scope of SMP. Indeed, current SMP models do not use avail-

bility as a performance measure in part because the calculations are

ot analytically tractable for an optimization formulation. One solution

o this problem would be to perform the complex calculations required

o determine the availability function for each maintenance pattern in

hase I. Phase II would still remain a variant of the MMKP. Other future

nvestigations could include using the proposed approach to formulate

nd solve fleet condition based maintenance planning problems Feng

t al. [18] . Bi-objective selective maintenance problems such as the one

roposed by Das Adhikary et al. [16] could also be investigated using

he BIP formulation proposed in this paper. Lastly, it would be very

nteresting to investigate specialized Branch & Bound algorithms, such

s [20] , specifically designed to solve the MMKP for k -out-of- n systems

nder SMP. 
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